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A model of division of labour in insect societies, based on variable response thresholds is introduced. Response thresholds refer to the likelihood of reacting to task-associated stimuli. Low-threshold individuals perform tasks at a lower level of stimulus than high-threshold individuals. Within individual workers, performing a given task induces a decrease in the corresponding threshold, and not performing the task induces an increase in the threshold. This combined reinforcement process leads to the emergence of specialized workers, i.e., workers that are more responsive to stimuli associated with particular task requirements, from a group of initially identical individuals. Predictions of the dynamics of task specialization resulting from this model are presented. Predictions are also made as to what should be observed when specialists of a given task are removed from the colony and reintroduced after a varying amount of time: the colony does not recover the same state as that prior to the perturbation, and the difference between before and after the perturbation is more strongly marked as the time between separation and reintroduction increases.
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1. INTRODUCTION

Colony-level flexibility in response to external challenges and internal perturbations is an essential feature of division of labour in social insects (Calabi 1988; Robinson 1992). Simple response threshold models, which assume that each worker responds to a given stimulus when stimulus intensity exceeds the worker’s threshold, can explain how flexibility at the colony level results from the workers’ behavioural flexibility (Bonabeau et al. 1996). Empirical evidence for response thresholds has been found in ants and honeybees (Robinson 1987, 1992; Detrain & Pasteels 1991, 1992; Seeley 1989, 1992; Schatz 1997). Previous threshold models have several limitations, because they assume that workers’ thresholds are fixed over the studied time-scale. (1) Such models cannot account for the genesis of task allocation, including temporal polyethism, for they assume that individuals are differentiated and roles preassigned; (2) they cannot account for robust task specialization within (physical or temporal) casts; (3) they are valid only over sufficiently short time-scales, where thresholds can be considered constant; (4) they are not consistent with recent experiments on honeybees (Robinson et al. 1994; Calderone & Page 1996), showing that ageing and/or learning play a role in task allocation.

The foraging-for-work model (FFW) (Tofts & Franks 1992), in which individuals actively seek work and continue to perform a given task as long as they are stimulated to do so, can, under specific conditions, account for sociogenesis, weak temporal polyethism, and within-caste task specialization (Tofts 1993). FFW, however, is still limited by point (4), and is not robust enough to explain strong temporal polyethism (Bonabeau et al. 1998), as is observed, for example, in honeybees (Robinson 1992) or Polybia wasps (O’Donnell & Jeannie 1993). FFW shares some similarities with the fixed-threshold model, of which it can be seen as a particular case, where individuals all have fixed, identical, very low response thresholds. Here, we extend the fixed-threshold model (and, therefore, the FFW model as well) by allowing thresholds to vary in time, following a simple reinforcement process: a threshold decreases when the corresponding task is performed, and increases when the corresponding task is not performed. Deneubourg et al. (1987), Plowright & Plowright (1988) and Theraulaz et al. (1991) introduced this idea (see also Oster 1976), but did not attempt to explore its consequences in detail, especially when several tasks need to be performed. Moreover, our formulation of the reinforcement is based on a threshold model which was previously shown to be in excellent quantitative agreement with experiments (Bonabeau et al. 1996; Wilson 1984). The main competing hypothesis to overcome limitations (1)–(4) is absolute ageing or, within the present context, deterministic age-based changes in response thresholds. Although ageing may have some importance (Robinson et al. 1994), the reinforcement hypothesis is fully consistent with experiments, and can overcome limitations (1)–(4):
it is therefore worth undertaking a detailed study of a threshold model based on this hypothesis.

Several experiments suggest the existence of a reinforcement process or support the reinforcement hypothesis. Deneubourg et al. (1987) proposed that such a hypothesis would be consistent with experimental observations of foraging in ants. Sendova-Franks & Franks (1994) suggested that reinforcement learning plays a role in the ability of *Leptothorax* ant colonies to quickly reassemble after dissociation. Withers et al. (1993) observed that important changes in some regions of the brain are associated with ageing in honeybees: the brain of a forager (more than 20 days old) is significantly different from that of a one-day-old bee. While their observations could result from absolute ageing, further experiments, where worker bees were forced to start foraging early, showed that precocious foragers were similar in brain organization to normal, older foragers. This suggests that behaviour influences brain organization, which in turn certainly influences under what conditions tasks are performed. Other experiments, which have been interpreted as suggesting ageing as the main factor, can be reinterpreted along the same lines. For example, the probability of behavioural reversion from foraging to nursing in honeybees (Seeley 1982) is a decreasing function of the time spent foraging, which suggests that some kind of learning may occur. Another example is the recent study of Calderone & Page (1996), who showed that deprived bees (raised in isolation in wire cages with a queen) exhibit precocious foraging, suggesting that the lack of certain stimuli may influence the rate of behavioural ontogeny (a possibility that Calderone & Page (1996) did not rule out; see also Huang & Robinson 1992). More generally, relative age (that is, age relative to the rest of the colony and to the individual’s own experience) is often a more relevant parameter than absolute age (Lenoir 1979; Jaisson et al. 1988; Calabi 1988; Van der Blom 1993; Sendova-Franks & Franks 1994), which means that stimuli provided by the environment and other colony members, as well as individual history, are likely to play an important role in shaping behavioural ontogeny. These studies suggest that individual experience shapes behavioural ontogeny, and that response thresholds may be dynamic, rather than static.

2. THE MODEL

Assume that *n* tasks need to be performed. These tasks are associated with stimuli or demands, the levels of which increase if they are not satisfied (because the tasks are not performed by enough individuals, or at high enough rates). Let us assume that there are *N* workers, denoted by *i*, with response thresholds \( \theta_j \) \( \forall i = 1, \ldots, N \) and \( j = 1, \ldots, n \) with respect to task *j*-associated stimuli. Let \( s_j \) denote the intensity of task *j*-associated stimuli. In the fixed-threshold model (Bonabeau et al. 1996), individual *i* engages in task *j* with probability

\[
T_{\theta_j}(s_j) = \frac{s_j^2}{s_j^2 + \theta_j^2} \tag{1}
\]

For \( s_j < \theta_j \), \( T_{\theta_j}(s_j) \) is close to 0, and \( s_j > \theta_j \), \( T_{\theta_j}(s_j) \) is close to 1; at \( s_j = \theta_j \), \( T_{\theta_j}(s_j) = 0.5 \). Therefore, individuals with a lower \( \theta_j \) are more likely to respond at a lower level of stimulus. In addition, \( \theta_j \) is updated in a self-reinforcing way (Theraulaz et al. 1991). The more individual *i* performs task *j*, the lower \( \theta_j \), and vice versa. Let \( \xi \) and \( \varphi \) be the coefficients that describe learning and forgetting, respectively. In this time-incremental model, individual *i* becomes more (respectively less) sensitive by an amount \( \xi \Delta t \) (respectively \( \varphi \Delta t \)) to task *j*-associated stimuli when performing (respectively not performing) task *j* during a time period of duration \( \Delta t \):

\[
\theta_j(t) \rightarrow \theta_j(t) - \xi \Delta t \tag{2a}
\]

if *i* performs task *j* within \( \Delta t \), and

\[
\theta_j(t) \rightarrow \theta_j(t) + \varphi \Delta t \tag{2b}
\]

if *i* does not perform the task within \( \Delta t \). Let \( x_{ij} \) be the fraction of time spent by individual *i* in task *j* performance: within \( \Delta t \), individual *i* performs task *j* during \( x_{ij} \Delta t \) and other tasks during \( 1 - x_{ij} \Delta t \). The resulting change in \( \theta_j \) within \( \Delta t \) is therefore given by

\[
\theta_j(t) \rightarrow \theta_j(t) - x_j \xi \Delta t + (1 - x_j) \varphi \Delta t, \tag{3}
\]

which combines equations (2a) and (2b). \( \xi \) and \( \varphi \) are assumed to be identical for all tasks, and the dynamics of \( \theta_j \) is restricted to an interval \([\theta_{\min}, \theta_{\max}]\). The decision to engage in task *j* performance is still given by \( T_\theta \) (equation (1)), but \( \theta_j \) now varies in time according to equations (2) and (3). The continuous-time formulation of equation (3) is given by

\[
\frac{d\theta_j}{dt} = \left(1 - x_j\right) \varphi - x_j \xi \left[\Theta(\theta_j - \theta_{\min})\Theta(\theta_{\max} - \theta_j)\right], \tag{4}
\]

where \( \Theta \) denotes the time derivative and \( \Theta \) is a step function \( \Theta(y) = 0 \) if \( y \leq 0 \), \( \Theta(y) = 1 \) if \( y > 0 \). \( \Theta \) is used to maintain \( \theta \) within bounds in the model. The average temporal dynamics of \( x_{ij} \) is given by:

\[
x_{ij} = T_\theta(s_j) \left(1 - \sum_{k=1}^{n} x_{ik}\right) - p x_{ij} + \psi(i,j,t). \tag{5}
\]

The first term on the right-hand side (rhs) of equation (5) describes how the \( 1 - \sum_{k=1}^{n} x_{ik} \) fraction of time potentially available for task performance is actually allocated to task *j* performance. The second rhs term in equation (5) expresses the assumption that an active individual gives up performing the task and becomes inactive with probability \( p \) per unit time (that we take to be identical for all workers and all tasks). The average time spent by an individual in performing task *j* before giving up this task is \( 1/p \). It is assumed that \( p \) is fixed, identical for all tasks and individuals, and independent of stimulus. Individuals give up task performance after \( 1/p \) but may engage in it again immediately if stimulus intensity is still large. \( \psi(i,j,t) \) is a centred gaussian stochastic process of variance \( \sigma^2 \), uncorrelated in time, and uncorrelated among individuals and among tasks:

\[
\psi(i,j,t) = 0, \tag{6a}
\]

and

\[
\psi(i,j,k,t) = \sigma^2 \delta_0(i - k) \delta_0(j - k) \delta_{0}(t - t'), \tag{6b}
\]
where $\delta$ is the Dirac distribution. $\Psi(i,j,t)$ is a stochastic term that simulates the fact that individuals encounter slightly different local conditions. Assuming for simplicity that the demand for each task increases at a fixed rate per unit time, the dynamics of $x_i$ the intensity of task $j$-associated stimuli, is described by

$$\frac{\partial x_i}{\partial t} = \delta - \frac{\alpha}{N} \left( \sum_{j=1}^{N} x_j \right), \quad (7)$$

where $\delta$ is the increase in stimulus intensity per unit time, and $\alpha$ is a scale factor measuring the efficiency of task performance. It is assumed that both factors are identical for both tasks, and that $\alpha$ is fixed over time and identical for all individuals. In reality, however, $\alpha$ can vary as a result of specialization (Dukas & Visscher 1994; Johnson 1991). The amount of work performed by active individuals is scaled by the number of individuals $N$, as can be seen in equation (7), to reflect the idea that demand is an increasing function of $N$, that we take to be linear here. For example, the brood should be divided by 2 when colony size is divided by 2 (Wilson 1984).

3. RESULTS

The dynamics of the model, described by equations (1)–(7), can lead to specialization. Individual $i$ is considered a specialist of task $j$ if $\theta_i$ is small. Figure 1a shows an example of specialization: thresholds are represented as a function of time for five individuals and two tasks ($N=5$, $m=2$) (initially, $\forall j \in \{1, \ldots, 5\}$, $\forall \in \{1, 2\}$, $\theta_{ij} = 500$, $x_{ij} = 0.1$, $\alpha = 3$, $\delta = 1$, $\rho = 0.2$, $\xi = 10$, $\varphi = 1$, $\sigma = 0.1$). Some of these individuals become highly responsive to stimuli associated with task 1, but not to those associated with task 2, and others exhibit the opposite behaviour. Individuals 1 and 2 are task 2 specialists, while individuals 3, 4 and 5 are task 1 specialists. Figure 1b shows the frequencies $x_{81}$ and $x_{82}$ of task performance for all individuals as a function of time. Individuals with small $\theta_{ij}$ (respectively large) tend to have large (respectively small) $x_{ij}$. Individuals adjust their levels of activity to maintain stimulus intensity below the threshold, so that the three individuals 3, 4 and 5, who all perform mostly task 1, are less active ($x_{81} \approx 0.55$, $x_{82} \approx 0.05$) than individuals 1 and 2, who perform mostly task 2 ($x_{81} \approx 0.05$, $x_{82} \approx 0.8$). This specialization seems to well describe what is observed in the primitively eusocial wasp Polistes dominulus, where a clear division of labour, including reproductive division of labour, emerges after a few days (Theraulaz et al. 1992) despite the lack of initial individual differentiation.

When, instead of initially being all identical, thresholds are initially randomly distributed in $[\theta_{min}, \theta_{max}]$, individuals fraction of time spent by individual 4 performing task 2. When $x_{ij}$ is close to 1, individual $i$ spends most of its time performing task $j$. Individuals 3, 4 and 5, who all perform mostly task 1, are less active ($x_{i1} \approx 0.55$, $x_{i2} \approx 0.05$) than individuals 1 and 2, who perform mostly task 2 ($x_{i1} \approx 0.05$, $x_{i2} \approx 0.8$). (c) The same as in (a), except that the initial distribution of thresholds is uniform over $[\theta_{min} = 1, \theta_{max} = 1000]$. Individuals 1, 3 and 5 are task 1 specialists, and individuals 1, 2 and 4 are task 2 specialists (individual 1 is a specialist of both tasks).
duals with an initially small $\theta_j$ are more likely to become task $j$ specialists (figure 1c): in a genetically diverse colony, individuals with close genotypic characteristics (for example, belonging to the same patriline) may have similar response thresholds and are therefore predisposed to perform the same tasks (Breed et al. 1990; Calderone & Page 1988; Frumhoff & Baker 1988; Page & Robinson 1991; Robinson & Page 1988) (genes might also influence $\alpha, p, \xi, \phi, \theta_{\min}$ and $\theta_{\max}$). On figure 1c, individuals 1, 3 and 5 are task 1 specialists, and individuals 1, 2 and 4 are task 2 specialists; individual 1 is a specialist of both tasks.

Specialization can be observed over a certain portion of parameter space. Let $T_c$ be the convergence time, i.e. the time it takes for all individuals to become either specialists or non-specialists of both tasks (the criterion is: $\forall i \in \{1, \ldots, N\}, \forall j \in \{1, \ldots, m\}, \theta_{ij} > 900$ or $\theta_{ij} < 100$), and let $N_1$ and $N_2$ be the number of specialists after convergence of tasks 1 and 2, respectively. Figure 2a shows $T_c$, $N_1$ and $N_2$ as a function of $\varphi$ (forgetting rate) for $N=100$ and $m=2$, assuming that $\varphi + \xi = 11$ (where $\xi$ is the learning rate). When $\varphi < 0.4$, all individuals are specialists because the forgetting rate is small. $T_c$ becomes large as $\varphi$ approaches 0.4: $\varphi$ always being very low thanks to the large number of specialists, individuals are not easily stimulated to engage in task performance, so that their thresholds fluctuate a lot. For $0.4 < \varphi < 2$, the number of specialists for each task decreases, and so does $T_c$: differentiation is observed in this region. For $\varphi > 2$, forgetting is quick and no specialization is observed. A different pattern is observed when $T_c$, $N_1$ and $N_2$ are plotted as a function of $p$ (probability per unit time of forgetting) (figure 2b). All individuals are specialists for $p < 0.04$ because they spend much time in task performance each time they engage. For the same reason as above, $T_c$ becomes large as $p$ approaches 0.04. The number of specialists for each task drops dramatically just after $p = 0.04$. For $0.04 < p < 0.42$, $T_c$ decreases and the number of specialists increases with $p$, until all individuals become specialists, for $p > 0.42$, because they spend so little time in task performance that it requires a lot of specialists to maintain stimulus intensity at a low level.

The model generates several testable predictions. One experiment which can help test our hypotheses involves the removal of, say, task 1 specialists for a variable amount of time $T_r$ before their reintroduction into the colony. When individuals with low $\theta_1$ are removed, individuals with previously high $\theta_1$ lower their $\theta_1$ and become more responsive to task 1-associated stimuli. Let $N_r$ be the number of individuals characterized by a large $\theta_1 (> 900)$ before removal and a low $\theta_1 (< 100)$ at the time of reintroduction, and $N_1$ the number of these individuals who remain task 1 specialists ($\theta_{11} < 100$) long after the reintroduction. Both $N_r$ and $N_1$ are expected to depend on $T_r$. If $T_r$ is too small, few or none of the remaining individuals will have time to specialize in task 1: $N_r$ and $N_1$ should be close to 0. As $T_r$ exceeds some value, $N_r$ should increase, but not necessarily $N_1$, as the reintegration of previous task 1 specialists prevents newly promoted task 1 specialists from performing task 1. For example, O'Donnell (1998) observes a time lag between the artificial removal of water foragers and the activation of replacement water foragers in the wasp Polistes instabilis: this time lag might be the equivalent of the first threshold value of $T_c$, but it is not possible to determine, on the sole basis of this observation, whether thresholds are fixed or variable; what it suggests, however, is that different individuals in the colony have different response thresholds with respect to water needs. As $T_r$ exceeds another threshold, $N_r$ should also increase because task fixation of newly promoted task 1 specialists has become strong and reintroduced individuals have forgotten their previous roles. In O'Donnell's (1998) experiments on P. instabilis, the observation of this second threshold value of $T_c$ would be proof that the thresholds vary, otherwise only one threshold value of $T_r$ would be observed. More experiments are required, but O'Donnell's (1998) work shows that testing the model is possible. This behaviour is shown in figure 3 ($N=100$, $m=2$), where the 50 task 1 specialists of the colony are removed and reintroduced after $T_c$; the 50 remaining individuals who remain task 1 specialists ($\theta_{11} < 100$) long after the reintroduction.

**Figure 2.** (a) Convergence time $T_c$ (the time it takes for the following condition to be satisfied: $\forall i \in \{1, \ldots, N\}, \forall j \in \{1, \ldots, m\}, \theta_{ij} > 900$ or $\theta_{ij} < 100$), and $N_1$ and $N_2$ (the number of specialists of tasks 1 and 2, respectively) as a function of $\varphi$ (forgetting rate) for $N=100$ and $m=2$, assuming that $\varphi + \xi = 11$ (where $\xi$ is the learning rate). $\alpha = 3$, $\delta = 1$, $p = 0.2$, $\sigma = 0.1$. $\forall i \in \{1, \ldots, N\}, \forall j \in \{1, \ldots, m\}, \theta_{ij}/(t=0) = 500$ and $\theta_{ij}/(t=0) = 0.1$. (b) Convergence time $T_c$, $N_1$ and $N_2$ as a function of $p$ (probability per unit time of forgetting) for $N=100$, $m=2$, $\alpha = 3$, $\delta = 1$, $\xi = 10$, $\varphi = 1$, $\sigma = 0.1$. $\forall i \in \{1, \ldots, N\}, \forall j \in \{1, \ldots, m\}, \theta_{ij}/(t=0) = 500$ and $\theta_{ij}/(t=0) = 0.1$.
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4. DISCUSSION

In conclusion, we extended response threshold models for the regulation of division of labour in social insect colonies (Bonabeau et al. 1996) to include learning in the form of a reinforcement process. We have shown that this extended model could account for the genesis of task allocation and within-caste specialization. If genes determine initial response thresholds, an initially low threshold favours task performance, and task performance further lowers the threshold, leading to a stabilization of the individual so that it performs the tasks for which it had low thresholds. We have also shown how the learning and task-switching rates are expected to affect specialization. For the sake of simplicity and clarity, we have not discussed temporal polyethism in this article, but the reinforcement mechanism that was described can certainly lead to stable patterns of temporal polyethism. More generally, the formulation of the model lends itself to many modifications, and, we believe, sets the stage for a global picture of division of labour in social insects. Finally, while our model suggests that absolute age need not be invoked to explain temporal division of labour, the testable predictions made in this article with respect to the removal experiment can serve as a basis for experimental investigation of the respective weights of ageing and learning in behavioural ontogeny.
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