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Abstract—Static type systems play an essential role in contemporary programming languages. Despite their importance, whether static type systems influence human software development capabilities remains an open question. One frequently mentioned argument for static type systems is that they improve the maintainability of software systems—an often used claim for which there is no empirical evidence. This paper describes an experiment which tests whether static type systems improve the maintainability of software systems. The results show rigorous empirical evidence that static type are indeed beneficial to these activities, except for fixing semantic errors.

I. INTRODUCTION

There is a long, ongoing debate about the possible pros and cons of static or dynamic type system in programming languages (see [2], [14], [4] for a general introduction into type systems). While many authors state that static type systems are extremely important (see again [2], [14], [4]), others hold opposite views (for instance, [22]).

Typical examples of arguments about advantages of static type systems can be found in many text books on programming and programming languages:

- “Strong typing is important because adherence to the discipline can help in the design of clear and well-structured programs. What is more, a wide range of logical errors can be trapped by any computer which enforces it”. [1, p. 8]
- “A static type system provides the reader of code with an implicit documentation. Because a static type system enforces type declarations for variables, methods parameters and return types, it implicitly increases the documentation factor by making the code speak for itself.” [14, p. 5]

Some of the drawbacks typically mentioned include [22, pp. 149–159]:

- “A type system can be overly restrictive and forces the programmer to sometimes work around the type system.”
- “They can get in the way of simple changes or additions to the program which would be easily implemented in a dynamic type system but make it difficult in the static type system because of dependencies that always have to be type correct.”

The debate regarding the pros and cons of static or dynamic type systems is ongoing in both academia and the software industry. While statically typed programming languages such as C, C++ and Java dominated the software market for many years, dynamically typed programming languages such as Ruby or JavaScript are increasingly gaining ground—especially in the domain of software development for the web. This paper contributes to this discussion with a controlled experiment (see [11], [23], [19], [16] for introductions on controlled experiments) that empirically investigates the possible benefits of static type systems.

The main research question for our experiment is whether a static type system is helpful to humans, given the following considerations: 1) a set of use cases involving new classes, and 2) in tasks involving fixing errors in an application. The programming languages used in the experiment were Java and Groovy—where Groovy was used as a dynamically typed Java. The classes given to the subjects were either statically typed (for Java) or dynamically typed (for Groovy). The experiment reveals that those subjects who used the statically typed version of the classes had a significant positive benefit for tasks where different classes had to be used and where type errors had to be fixed (respectively no-such-method-errors in the dynamically typed classes). For semantic errors, no difference between the statically and dynamically typed variants were found. The measurements are based on development time; the time developers needed to solve a given programming task.

Structure of the paper. Section II gives an overview of related work. Section III describes the experiment by discussing initial considerations, the programming tasks given to the subjects, the general experimental design, and threats to validity. Then, section IV describes the results by describing the measured data, giving descriptive statistics and performing significance tests on the measurements. After discussing the experiment in section V, we conclude in section VI.

II. RELATED WORK

Gannon’s early experiment [7] revealed an increase in programming reliability for the subjects using a language with a static type system; each subject solved a task twice, with both kinds of type systems in varying order.
Prechelt and Tichy studied the impact of static type checking on procedure arguments using the programming languages ANSI C, which performs type checking on arguments of procedure calls, and K&R C, which does not [17]. The experiment revealed, for one task, a significant positive impact of the static type system with respect to the development time, but did not reveal a significant difference for the other.

A qualitative pilot study on type systems by Daly et al. observed programmers who used a new type system for an existing language [5]. The authors concluded that at least in the specific setting, the benefit of the statically typed language could not be shown.

An empirical evaluation of seven programming languages performed by Prechelt [15] showed that programs written in (dynamically typed) scripting languages (Perl, Python, Rexx, or Tcl), took half or less time to write than equivalent programs written in C, C++, or Java.

The study presented here is part of a larger experiment series about static and dynamic type systems (see [9]).

In [8] we studied the effect of a static and dynamic type system to implement a scanner and a parser; The dynamic type system had a significant positive time benefit for the scanner, while no significant difference could be measured for implementing the parser. In [21] we analyzed to what extent type casts, which occur in statically typed programs, influence simple programming tasks. We found out that type casts did negatively influence the development time of trivial programming tasks, while longer tasks showed no significant difference.

A further experiment [20] revealed that the fixing of type errors is significantly faster with a static type system (in comparison to no-such-method errors). In [13] we analyzed the impact of static or dynamic type systems on the use of undocumented APIs. The study showed for three of five programming tasks a positive impact of the static type system, and a positive impact of the dynamic type system for two other tasks.

III. EXPERIMENT DESCRIPTION

We start with initial considerations, then discuss our programming environment and methodology. After introducing the experimental design we give a detailed description of the programming tasks. Then, we describe the experiment execution and finally, we discuss threats to validity.

A. Initial Considerations for Experimental Design

The intent of the experiment is to identify in what situations static type systems possibly have an impact on the development time. The underlying motivation for this experiment is that previous experiments already identified a difference between static and dynamic type system for programming tasks [7], [17], [8], [21]. According to previous experiments and the literature on type systems, our expectations were that static type systems potentially help in situations like 1) adding or adapting code on an existing system, and 2) finding and correcting errors in an existing system. Therefore we examine three kinds of programming tasks:

1) using the code from an existing system, where documentation is only provided by the source code;
2) fixing type errors (no-such-method-errors for dynamically typed applications) in existing code;
3) fixing semantic errors in existing code.

The hypotheses followed by the experiment were:

1) Static type systems decrease development time if classes should be used which are only documented by its source code.
2) Static type systems decrease development time if type errors need to be fixed.
3) For fixing semantic errors, the (static or dynamic) type system has no influence on the resulting debugging time.

The programming tasks reflect the three hypotheses; we did not want to have a single task for each hypothesis, as the experiment’s result could be heavily influenced by a compound factor such as task description, etc. Thus we defined several tasks for each hypothesis. Since we needed statically and dynamically typed programming tasks, an obvious consideration is the choice programming languages. Our goal was to use languages as similar as possible, and which do not need exhaustive additional training for the subjects. Since Groovy can be used as a dynamically typed Java, and the subjects were already proficient with Java, this language pair was an obvious choice.

B. Environment and Measurement

We use the Emperior programming environment which was used in previous experiments [6]. It consists of a simple text editor (with syntax highlighting) with a tree view that shows all necessary source files for the experiment. From within the text editor, subjects were permitted to edit and save changes in the code and also to run both the application and test cases. Subjects worked sequentially on each individual task, without knowing the next ones. Every time a new programming task was given to the subject, a new IDE was opened which contained all the necessary files. For each task, subjects were provided executable test cases, without their source code. We measured the development time until all test cases for the current programming task passed; we do not need to measure correctness, as passing tests imply correctness.

The whole programming environment (IDE with programming tasks, test cases, etc.) including the operating system (Ubuntu 11.04) was stored on an USB stick which was used to boot the machines used in the experiment.

C. Experimental Design

The experiment in this paper follows a within-subject design that has been applied in previous experiments [21], [6], [13]. The motivation for the within-subject design is the relatively low number of subjects: While within-subject designs potentially suffer from the problem of learning effects, they have the benefit that each individual’s difference in performance can
be considered in the analysis, which increases the statistical power.

In this design, we first give developers a set of statically typed programming tasks, i.e. programming tasks with a corresponding set of classes which have static type annotations in the Java programming language and the same tasks with a set of classes without such annotations in Groovy. In order to study whether there is a difference between both solutions, we divide the set of subjects into two groups and let one group start the development tasks with Groovy and the other group start with Java (often called counterbalancing). Table I illustrates the corresponding design.

Table I

<table>
<thead>
<tr>
<th>General experimental design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technique for all tasks</td>
</tr>
<tr>
<td>(round 1)</td>
</tr>
<tr>
<td>Technique for all tasks</td>
</tr>
<tr>
<td>(round 2)</td>
</tr>
<tr>
<td>Group A</td>
</tr>
<tr>
<td>Groovy</td>
</tr>
<tr>
<td>Java</td>
</tr>
<tr>
<td>Group B</td>
</tr>
<tr>
<td>Java</td>
</tr>
<tr>
<td>Groovy</td>
</tr>
</tbody>
</table>

The potential problem with this approach is in cases where the learning effect is too large. In such cases, the second measurement will always be lower than the first measurement: the experiment will not reveal any result. In case the learning effect and the language effect is equal, the design still reveals a result since group B would not show any difference, while group A would (under the assumption that the static type system indeed decreases development time). A more detailed discussion of this design can be found in [21], [13].

D. Base Application

The software used by the participants was based on a small, round-based, video game written in Java for a previous experiment [10], which was slightly extended. This application base consisted of 30 classes, with 152 methods, and contained approximately 1300 lines of code. We translated the application to Groovy, removing all static type system information.

While it is difficult to do so completely, to reduce learning effects we renamed all the classes, fields, methods, and other code constructs in the Java application, to produce an application in a different program domain—a simple e-mail client. For both programs, we renamed field and method parameter names so that they would not reflect the exact type they contained. This was done to remove the documentation value of type names from variables, and to make the program type free. Variables were renamed using synonyms of the types they stood for.

E. Programming Tasks

The experiment consisted of 9 tasks, each of which had to be solved in both languages. In addition to these regular tasks, a warm-up task (not part of the analysis) was provided to make the participants comfortable with the environment they had to use. The task descriptions were provided as a class comment. Example solutions for each task can be found in the appendix (Tables V, VI). According to the hypotheses in the experiment we designed three kinds of tasks:

- **Class identification tasks** (CIT), where a number of classes needs to be identified (Table V). The participants had to fill a method stub in the task.
- **Type error fixing tasks** (TEFT), where a type error needs to be fixed in existing code (Table VI).
- **Semantic error fixing tasks** (SEFT), where a semantic error needs to be fixed in existing code (see Table VI).

In the following we describe the characteristics of each task. The numbering of the tasks corresponds to the order in which the tasks were given to the subjects. We explain the task description for only one of the languages to conserve space.

1) **CIT 1 (two classes to identify):** For this task two classes have to be identified, namely a Pipeline class which would take a generic type parameter and the ActionsAndLoggerPipe class. Instances of these have to be used by initializing a type ActionsAndLoggerPipe with two Pipeline instances and then passing the pipe along a method call.

2) **CIT 2 (Four Classes to Identify):** This task requires 4 classes to be identified. In Java, instances of MailStartTag and MailEndTag have to be sent to an instance of the type EMailDocument, along with an Encoding (which is an abstract class, but any of the provided subclasses was a correct choice for instantiation). Additionally, both start and end tag have to be provided with a CursorBlockPosition instance during their creation.

3) **CIT 3 (Six Classes to Identify):** For this task six classes need to be identified. A MailElement subclass of type OptionalHeaderValue has to be instantiated, outfitted with several dependencies and then returned.

4) **SEFT 1:** In this task a semantic error, which leads to wrong program behavior, needs to be fixed. Subjects are given a sequence of statements that are executed during test runs and give a starting point for debugging. An additional consistency check shows what was expected from the program. In the code, when a cursor reaches the last element of an e-mail, it should result in a job of type ChangeMailJob in order to load the next mail. Because of the error, a SetCursorJob instance is wrongly used instead, which reset the cursor back to the first element of the current mail. The consistency check provides a description of the error and tells the participants that the current document has not changed after reaching the last element.

5) **SEFT 2:** Subjects are given a code sample that interacts with the application and which contains a consistency check. In this task, the goal is to identify a missing method call in the code that leads to wrong behavior. Table VI shows both the wrong code and the correct solution for the Groovy video game. The problem is that once a player moves from one field to the next, a move command is executed. This move command is supposed to set the player reference to the new field and delete it from the previous. The semantic error is that the call to the method is missing. This leads to duplicate player references, which are detected by the consistency check. The participants had to insert the missing call.
6) CIT 4 (Eight Classes to Identify): This task requires instantiating the WindowsMousePointer class. This object has to be outfitted with dependencies to other objects (e.g., icons, cursors, theme). The task requires the subjects to identify the class hierarchies and subclasses that are needed. Enumeration types were used as well, although the specific values were not critical to the task.

7) TEFT 1: This task contains a type error where the place with the faulty code is different from the place that leads to a program run-time exception. Because of the nature of this error, they are easily detected by the static type checker in Java. As such, only the Groovy tasks require explanation (see Table VI). In the erroneous code in Groovy, a GameObject instance is inserted into a property that is supposed to be a simple String. As such, when the consistency check runs, the properties are concatenated, which leads to a run-time exception, because the GameObject does not have a concatenate method. The solution is to remove the GameObject and keep the String.

8) CIT 5 (Twelve Classes to Identify): These tasks requires subjects to identify twelve classes; the largest construction effort of all type identification tasks. In Java, participants have to configure a MailAccount instance with dependencies to other objects, which represent a part of the mail account configuration (e.g., user credentials). These objects also have dependencies to other objects, resulting in a large object graph.

9) TEFT 2: We suspect this task is one of the more difficult ones for Groovy developers. It contains a wrongly assigned object leading to a run-time error, but the distance between the bug insertion and the run-time error occurrence is larger than for tasks TEFT 1. When a new TeleportCommand is created, it is outfitted with dependencies to the player and the level. The bug is that the order of the two parameters is wrong. The solution is to switch the order of the two types, which may not be obvious.

10) Summary of Programming Tasks: Table II gives an overview of the characteristics of each programming task. Five programming tasks required participants to identify classes—where they varied with respect to the number of classes to be identified. For the type errors, as well as for the semantic errors, we designed two programming tasks.

For CI Tasks, developers are given an empty method stub where parameters either need to be initialized or used for the construction of a new object (which requires additional objects as input). For TEF Tasks, Java developers have code that does not compile due to a type error. In contrast, for Groovy developers, a test case fails. In both cases, the subjects have to transform the code base. For SEF Tasks, all subjects are given failing tests and the code base must be modified until all pass.

F. Experiment Execution

The experiment was performed with 36 subjects, but only 33 finished the tasks. Of these subjects, thirty students, three were research associates, and three were industry practitioners. All subjects were volunteers and were randomly assigned to the two groups. Two practitioners started with Java and all three research associates started with Groovy. A more detailed description of the subjects can be found in [12]. The experiment was performed at the University of Duisburg-Essen within a time period of one month. The machines used by the subjects where IBM Thinkpads R60, with 1GB of RAM.

G. Threats to Validity

As with any scientific study, this study has a number of potential threats to validity. Some of the threats are general for these kinds of experiments (students as subjects, small programming tasks, artificial development environment), which are already discussed in detail in other related experiments (see for instance [21], [8]). Furthermore, the experimental design causes some internal threats (learning effect may hide the main effect) which is explained in more detail in [13]. As many of these threats have been described previously, we discuss here those most relevant to the current experiment.

Table II

<table>
<thead>
<tr>
<th>Task Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task Name</td>
<td>CIT 1</td>
<td>CIT 2</td>
<td>CIT 3</td>
<td>SEFT 1</td>
<td>SEFT 2</td>
<td>SEFT 3</td>
<td>SEFT 4</td>
<td>SEFT 5</td>
<td>SEFT 6</td>
</tr>
<tr>
<td>Identified Classes</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>12</td>
<td>14</td>
<td>16</td>
<td>18</td>
</tr>
<tr>
<td>Language</td>
<td>G</td>
<td>G</td>
<td>G</td>
<td>G</td>
<td>G</td>
<td>G</td>
<td>G</td>
<td>G</td>
<td>G</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Task Number</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task Name</td>
<td>CIT 1</td>
<td>CIT 2</td>
<td>CIT 3</td>
<td>SEFT 1</td>
<td>SEFT 2</td>
<td>SEFT 3</td>
<td>SEFT 4</td>
<td>SEFT 5</td>
<td>SEFT 6</td>
</tr>
<tr>
<td>Identified Classes</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>12</td>
<td>14</td>
<td>16</td>
<td>18</td>
</tr>
<tr>
<td>Language</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
<td>J</td>
</tr>
</tbody>
</table>

Chosen tasks (external validity): We explicitly designed the programming tasks in a way that complicated control structures such as loops, recursion, etc. were not used. Using those control structures probably increases the variability amongst subjects. Given this potential problem, the effects observed here may not generalize to real-world programs in industry.

Chosen programming languages (internal and external validity): For practical reasons we decided to use Java and Groovy as representatives for languages with static and dynamic type systems. However, Java’s type system requires explicit type annotations for return types, variables, parameters, etc. This differs from the type system of languages such as ML. As a consequence, Java source code requires more text; the potential disadvantage is that writing this code requires more keyboard input, while the potential benefit is that these annotations present reinforcing documentation. However, the characteristic of having a type annotation and its consequences is not directly related to static type systems and can be achieved without having a statically typed languages. If our experiment reveals a difference between Java and Groovy, it is possible the observed effect is not related to the type system, but is instead related to the syntactical element type annotation.
In other words, the effect of syntax, or our choice of languages (e.g., Java and Groovy), is not clear from this study.

**IV. EXPERIMENT RESULTS**

**A. Measurements and Descriptive Statistics**

Table VII shows the observed development time for all tasks, while Table III shows the corresponding descriptive statistics. The boxplot in Figure 1 gives a more intuitive representation of the data. Both the data and the descriptive statistics reveals several facts. First, no single subject had sums of development times for Java that were greater than the sums of development times for Groovy. Second, for all tasks (including the sums) the minimum time is always smaller in Java than in Groovy. However, this statement does not hold for the maximum times, the arithmetic means, or the medians:

- **Maximum:** For the tasks CIT 2, SEFT 2 and CIT 4 the maximum development time is larger for the Java solution.
- **Arithmetic mean:** For the tasks CIT 2, SEFT 1, and SEFT 2 the arithmetic mean is larger for the Java solutions.
- **Median:** For the tasks CIT 2, SEFT 1, and SEFT 2 the median for the Java solutions is larger.

Consequently, the first impression that the Java development times are always faster than the Groovy development times is not immediately obvious—due to the different results from the maximum, arithmetic means and medians.

**B. Repeated Measures ANOVA**

We start the statistical analysis by treating each subsequent round of tasks separately. This is completed by first analyzing round 1 of programming tasks (task 1–9) with all developers together (i.e. those that solved the tasks in Java and those that solved the tasks in Groovy). Then, we do the same for the second round. The analysis is performed by using a Repeated Measure ANOVA, with the within-subject factor programming task and the between-subject factor programming language. Since this analysis combines the different languages in each round, it cannot benefit from the within-subject effect that each individual performs each task twice. Figures 2 and 3 show the boxplots for the two rounds. While for the type error fixing tasks (TEFT), there seems to be hardly a difference between both rounds, we see rather large differences for the other kinds of tasks in both rounds. Further, before conducting our tests, we ran Mauchly’s sphericity test, which was significant in both rounds. As such, we used the standard Greenhouse-Geisser correction in reporting our Repeated Measure ANOVA results.

Results show, first, that the dependent variable of development time showed a significant difference in the first as well as in the second round (p<.001, partial $\eta^2=.275$ in the first round and p<.001, partial $\eta^2=.246$ in the second round). In both cases the estimated effect size is comparable (with .275 and .246). Second, there is a significant interaction between the factor programming task and programming language (in the first round p<.001, partial $\eta^2=.181$ and in the second round p<.001, partial $\eta^2=.172$). In both cases the estimated effect size is comparable. The significance indicates that the original motivation holds—the effect of the programming language is different for different programming tasks. Concerning the impact of the between-subject factor programming language, it turns out that it is non-significant for the first round (p>.76) and significant for the second (p<.001).

To summarize, different programming tasks have an influence on the resulting development times. Furthermore, the resulting development times depend on the tasks as well as on the programming language. Hence, it is reasonable to analyze the different tasks and the languages in separation, with a within-subject study of each task.

![Figure 1. Boxplot for measured data (ordered by kind of task)](image-url)
C. Task-Wise and Group-Wise Analysis

To perform a within-subject analysis on each task we combine, for each subject, the development times for both rounds. In other words, we compare the group starting with Java and the group starting with Groovy separately.

Figures 4 and 5 show boxplots for both groups. The groups are quite different: for the group starting with Groovy there is a clear positive impact of Java, while for the Java-first group the effect is more nuanced. In all cases, we performed the non-parametric Wilcoxon-test. The results of the test for the first group starting with Groovy (“Groovy first”) and the group starting with Java (“Java first”) as well as the combination of both analyses is given in Table IV; to ease reading, the table reports the language with less development time instead of the raw rank sums.

We can see that for the group starting with Groovy, the effect of the programming language is always significant: in all cases Java required less development time. Likely explanations are either the effect of the static type system or the learning effect from the experiment. For the group starting with Java, we have a different result. For CIT 2, SEFT 1, and SEFT 2 the subjects required less time with Groovy, while no significant impact of the programming language was found for CIT 1, CIT 3 and CIT 4. Combining both results, we obtain a positive impact of Java for all Type Error Fixing Tasks (TEFT), all Class Identification Tasks (except CIT 2), and no impact on the semantic error fixing tasks.
### Table IV
WILCOXON TEST FOR THE WITHIN-SUBJECT COMPARISON

<table>
<thead>
<tr>
<th>Task</th>
<th>CIT 1</th>
<th>CIT 2</th>
<th>CIT 3</th>
<th>CIT 4</th>
<th>CIT 5</th>
<th>SEFT 1</th>
<th>SEFT 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>p-value</td>
<td>.000</td>
<td>.001</td>
<td>.001</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.001</td>
</tr>
<tr>
<td>benefit</td>
<td>Java</td>
<td>Java</td>
<td>Java</td>
<td>Java</td>
<td>Java</td>
<td>Java</td>
<td>Java</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Task</th>
<th>CIT 2</th>
<th>CIT 3</th>
<th>CIT 4</th>
<th>CIT 5</th>
<th>SEFT 1</th>
<th>SEFT 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>p-value</td>
<td>.001</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.001</td>
<td>.001</td>
</tr>
<tr>
<td>benefit</td>
<td>Groovy</td>
<td>Java</td>
<td>Java</td>
<td>Java</td>
<td>Java</td>
<td>Groovy</td>
</tr>
</tbody>
</table>

| Result | benefit | Java | Java | Java | Java | Java | Java |

### V. Discussion

The experiment revealed a positive impact of the static type system for six of nine programming tasks: For all tasks where type errors needed to be fixed (TEFT) and for most of the tasks where new classes need to be used (CIT), but no difference for semantic error fixing tasks (SEFT). From this perspective, the experiment provides evidence that static type systems benefit developers in situations where a set of classes has to be used where documentation is limited or not available (which we suspect is quite common). An important implication of the experimental results is that no single tasks could be used to argue in favor for dynamic type systems—the best humans performed with them was a statistical tie compared to their static cousins.

Further, while no statistically significant differences were observed with regards to tasks involving debugging semantic errors, it seems plausible that learning effects masked any potential results. This is a common problem with repeated measures designs such as ours. The trade-off here is that such experimental designs make it easier to obtain statistically reliable results on small samples (because you obtain more data from each subject), but such learning effects must be taken into account, both statistically (using a Repeated Measures Anova) and practically (e.g., potentially adjusting the tasks). With that said, even if one type is ultimately found to be superior for this kind of task, the fact that it may be masked implies that the effect size is probably small.

In CIT 2, the group starting with Groovy was faster with the statically typed solution, while the group starting with Java was faster with the dynamically typed solution. Following the same argumentation as before, this likely means that the learning effect was larger than the (possible) positive main effect of the static type system. However, it was not obvious from our observations why this would be the case. Ultimately, the principle for solving CIT 2 was the same as for CIT 1, 3, 4, and 5. In all these cases, the developer had to use a number of new classes which were not known to him upfront. In CIT 2, a relatively small number of new classes had to be identified (four types)—which is less than for CIT 3, 4, and 5, but more than for CIT 1. Hence, it is not sufficient to argue that this task is different because of the number of classes to be identified.

We cannot exclude that the special situation of CIT 2 might be the result of the underlying domain. Groovy developers (who used the video game example) may have found the classes to be used more intuitive than the classes for the Java application (the mail client). Additionally, we think that the method names in the task might have given the developers a hint on the kinds of classes had to be used. For instance, the methods `setStart` and `setGoal` in the Groovy code for task two seem to have a larger association to the necessary types `StartLevelField` and `GoalLevelField` in comparison to task one (where `setTasksAndMessages` required a `Queue` object).

At least, the special situation with CIT 2 gives implies that the argumentation for or against static types cannot be trivially reduced to the question of how many (unknown) classes are needed in order to solve a programming task. There seem to be other factors which need to be identified. Given this point, we think that identifying these factors exactly is an important avenue of future work, if nothing else, to provide future programming language designers with a roadmap for how type systems could, or maybe should, be designed to maximize human performance as best as the research community is able (see [13] for a corresponding example and a more detailed discussion).

### VI. Summary and Conclusion

Although there is a long ongoing debate about the possible pros and cons of static type systems, there is hardly any empirical data available on their usage by human developers. This paper introduced an experiment empirically analyzing the potential benefit of static type systems. Three kinds of programming tasks—all of them potential maintenance tasks—were given to 33 subjects: tasks where a set of previously unknown classes had to be used by the developers, tasks where developers had to fix semantic errors, and tasks where developers had to fix type errors. Altogether nine programming tasks were given to the subjects.

Each subject did the programming tasks twice: with a statically typed environment and with a dynamically typed one. For the statically typed environment, the subjects used the programming language Java, while for the dynamically typed environment they used Groovy. The result of the experiment can be summarized as follows:

- **Static type systems help humans use a new set of classes:** For four of the five programming tasks that required using new classes, the experiment revealed a positive impact of the static type system with respect to development time. For one task, we did not observe any statistically significant difference (possibly due to learning effects).
- **Static type systems make it easier for humans to fix type errors:** For both programming tasks that required fixing a type error, the use of the static type system statistically significantly reduced development time.
- **For fixing semantic errors, we observed no differences with respect to human development times:** For both tasks where a semantic error had to be fixed, we did
not observe any statistically significant differences (also possibly due to learning effects).

The experiment suffers (like every experiment) from a number of threats to validity. One of them is that the dynamically typed code was artificially constructed in a way that the names of the parameters, variables, etc. did not contain any hints with respect to the corresponding expected types. It might be the case that we caused additional complexity to the dynamically typed solutions. In fact, to what extent (or for which percentage or in what situation) parameter names in dynamically typed code reflect the classes/types that are expected is unclear. An empirical investigation of dynamically typed source code repositories could help answering this question (examples of these studies are [3], [18]).

It might be further noted that there is some oft occurring statement that tool support for statically typed languages is easier to achieve (for code refactorings, etc.). Under this assumption, using a mature IDE (such as Eclipse etc.) it seems reasonable that a positive impact on the development times for the statically typed versions would be observed. We think that in our case (for the languages Java and Groovy) this would have been the case—however, Java has much more mature IDE support than Groovy and it is important to make the experimental conditions similar. As such, we used simple text editors to make our study as fair as we were able. Still, tool support is common in industry and it seems reasonable that this factor could be considered in future studies.

An interesting observation of this study is that the results partially contradict previous work, (see e.g., [21], [8] as well as [13])—in those studies, a positive impact of the dynamic type system was found for some programming tasks. We think that this partial contradiction exists (for example, compared to [21]) because our tasks here were more complex and potentially better suited for the kind of programming where we might expect to see benefits for static, but not dynamic, typing [21], [13]. As such, while the results do differ slightly, our contribution here is in showing evidence that, for some tasks, humans do benefit from static type systems. This result hardly implies that static systems benefit programmers for all tasks (a conclusion that seems unlikely). However, we think the onus is now on supporters of dynamic typing to make their claims with rigorously collected empirical evidence with human subjects, so the community can evaluate if, and under what conditions, such systems hold benefits.
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Table V

<table>
<thead>
<tr>
<th>Java solution</th>
<th>Groovy solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>void initializeServer () { Pipeline&lt;String&gt; stringPipe = new Pipeline&lt;String&gt; (); Pipeline&lt;String&gt; jobPipe = new Pipeline&lt;String&gt; (); JobAndLoggerPipe actionsLoggerPipe = new ActionsAndLoggerPipe (stringPipe, jobPipe); server.setActionsAndLogger (actionsLoggerPipe); }</td>
<td>def configureManager () { def manager () { def messages = new GameQueue (); def commands = new GameQueue (); def tasksAndMessage = new TaskAndMessageQueue (messages, commands); manager.setTasksAndMessages (tasksAndMessage); }</td>
</tr>
<tr>
<td>void setMailStartEnd (EMailDocument email, int startX, int startY, int endX, int endY) { email.setMailStartTag (); email.setMailEndTag (); email.setFormat (new UTF8Encoding()); }</td>
<td>void configureLevel (def level) { def startX, startY, def goaLx, def goaLy { level.setStart (new StartLevelField()); level.setGoal (new GoalLevelField()); level.setLevelKind (new DungeonLevelType()); }</td>
</tr>
<tr>
<td>def createNewActorForGame () { def x_position, char headerType) throws InvalidHeaderException { Header header = new Header (headerType); OptionalHeaderTag newTag = new OptionalHeaderTag (x_position, y_position, headerType); newTag.setElementInfo (new DataList &lt;MetaData&gt;()); newTag.setCursor (new DefaultCursor (new MetaDataCache (), new MetaDataDisplay())); return newTag; }</td>
<td>def setUpLevelField (def x_position, def y_position, def trapType) throws InvalidTrapSymbolException { def trap = new Trap (trapType); def trapField = new TrappedLevelField (x_position, y_position, trap); trapField.setItems (new GameList()); trapField.setSubject (new Player()); def monster = new HillGiant (attributes, new Intrinsic (new Giants())); monster.setDroppableItemGenerator (new RandomItemBuilder()); return monster; }</td>
</tr>
<tr>
<td>WorkInProgressPresentation progressRep = new DefaultWorkInProgressPresentation (Animation, HourGlass); CursorFeatures features = new CursorFeatures (progressRep, new IdleRepresentation()); Theme theme = new Theme (new ThemeLocator()); WindowsMousePointer pointer = new WindowsMousePointer (features, theme); pointer.setTipOfDayPopup (new ShowTipEventManager()); return pointer; } // TASK 6: Java solution</td>
<td>def createPrototypeNetworkFunctionality () { def pastEvents = new EventHistory(); def incidentManager = new NetworkEventHandler (pastEvents); def transmissionMethod = TransportProtocol.TCP; def endPoint = new InetAddress(); def serverFacade = new ServerProxy (transmissionMethod, endPoint); def isO = new FileAccess(); def parser = new GameLevelParser(); def format = new Serializer (isO, parser); def result = new NetworkAccess (incidentManager, serverFacade, format); def gameInfo = new GameData (GameState.Idle); result.setNextContent (new GamePackage (gameInfo)); return result; }</td>
</tr>
<tr>
<td>MailAccount createNewUserPrincipalAndAccount (String userName, String password) { MailFormatter mailDOMCreator = new MailFormatter (); MailFormatter rawFileInputReader = new MailFormatter (); MailReader mailParser = new MailReader (mailDOMCreator, rawFileInputReader); MailInServer incomingServer = new MailInServer (EncryptionType.TLS, ServerType.MAP); SendMailServer outgoingServer = new SendMailServer (EncryptionType.TLS); ServerConfiguration serverData = new ServerConfiguration (); incomingServer, outgoingServer); LocalArchive mailLocation = new LocalArchive (); Credentials loginInfo = new Credentials (userName, password); MailAccount result = new MailAccount (mailParser, serverData, mailLocation, loginInfo); UserInfo userProfile = new UserProfile (); result.setUserProfile (userProfile); return result; }</td>
<td>def createPrototypeNetworkFunctionality () { def pastEvents = new EventHistory(); def incidentManager = new NetworkEventHandler (pastEvents); def transmissionMethod = TransportProtocol.TCP; def endPoint = new InetAddress(); def serverFacade = new ServerProxy (transmissionMethod, endPoint); def isO = new FileAccess(); def parser = new GameLevelParser(); def format = new Serializer (isO, parser); def result = new NetworkAccess (incidentManager, serverFacade, format); def gameInfo = new GameData (GameState.Idle); result.setNextContent (new GamePackage (gameInfo)); return result; }</td>
</tr>
</tbody>
</table>
Table VI
EXAMPLE SOLUTIONS FOR SEMANTIC ERROR FIXING TASKS (SEFT) AND TYPE ERROR FIXING TASKS (TEFT)

Faulty code

void doCursorOnInteraction() {
    Job job = new SetCursorJob(cursorsOnElement,
        MailEditorServer.getInstance(),
        getCurrentDocument(), 0, 0,
        MailEditorServer.getInstance(),
        addToActions(job);
}

if (newField.setSubject(subject)) {
    subject.setPosition(
        newField.getX_position(),
        newField.getY_position();
    interactionType.Move);
}

Corrected Code (Solution)

void doCursorOnInteraction() {
    MailEditorServer.getInstance().
        addToActions(job);
}

if (newField.setSubject(subject)) {
    subject.setPosition(
        newField.getX_position(),
        newField.getY_position());
    MailEditorServer.getInstance().
        interactionType.Move;
    oldField.removeSubject();
}

Table VII
MEASURED DEVELOPMENT TIMES (IN SECONDS) – START = LANGUAGE SUBJECTS STARTED WITH, G = GROOVY, J = JAVA

<table>
<thead>
<tr>
<th>Subject</th>
<th>CIT 1</th>
<th>CIT 2</th>
<th>CIT 3</th>
<th>SEFT 1</th>
<th>CIT 2</th>
<th>CIT 4</th>
<th>SEFT 2</th>
<th>CIT 5</th>
<th>SEFT 2</th>
<th>TEFT 1</th>
<th>CIT 5</th>
<th>SEFT 2</th>
<th>TEFT 2</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>Java</td>
<td>Groovy</td>
<td>Java</td>
<td>Groovy</td>
<td>Java</td>
<td>Groovy</td>
<td>Java</td>
<td>Groovy</td>
<td>Java</td>
<td>Groovy</td>
<td>Java</td>
<td>Groovy</td>
<td>Java</td>
<td>Groovy</td>
</tr>
<tr>
<td>1</td>
<td>286</td>
<td>271</td>
<td>315</td>
<td>286</td>
<td>315</td>
<td>271</td>
<td>315</td>
<td>286</td>
<td>315</td>
<td>271</td>
<td>315</td>
<td>286</td>
<td>315</td>
<td>271</td>
</tr>
<tr>
<td>2</td>
<td>318</td>
<td>303</td>
<td>305</td>
<td>303</td>
<td>303</td>
<td>303</td>
<td>303</td>
<td>303</td>
<td>303</td>
<td>303</td>
<td>303</td>
<td>303</td>
<td>303</td>
<td>303</td>
</tr>
<tr>
<td>3</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
</tr>
<tr>
<td>4</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
</tr>
<tr>
<td>5</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
</tr>
<tr>
<td>6</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
</tr>
<tr>
<td>7</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
</tr>
<tr>
<td>8</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
</tr>
<tr>
<td>9</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
</tr>
<tr>
<td>10</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
</tr>
<tr>
<td>11</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
<td>315</td>
</tr>
</tbody>
</table>

166